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What is it?
• Builds on the understanding of  
- stars as time-capsules 
★ Solar-like stars retain, in their atmospheres, the 

same composition of elements as the gas 
cloud from which they formed. 

- each star formation event has a unique signature 
★ The chemistry in each star formation event is 

influenced by a unique set of chemical 
enrichment events. 

- star clusters dispers in the Galactic potential
Freeman & Bland-Hawthorn 2002 ARA&A 40 487 
Bland-Hawthorn et al. 2010 ApJ 713 166



• Complementary (and necessary) information to 
understand the Milky Way as a galaxy.  

• Formation signatures are lost in diffusion of orbits 
but chemical signatures remain.  

• Hence, use it to disentangle the whole formation 
history of the Milky Way.
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Fig. 6. Final distribution on the Galactic plane of solar siblings when
Mc = 804.6 M� and Rc = 3 pc. Note that the final phase-space coor-
dinates of the solar siblings depend on the configuration of the Galactic
potential. Top: The Sun’s siblings are dispersed on the Galactic disk.
Bottom: The solar siblings are located in a specific region on the Galac-
tic disk. The dashed black lines represent the potential of the spiral arms
at the end of the simulation.

The current distribution on the xy plane of the solar siblings
could also exhibit a small radial and angular dispersion, as can
be observed at the bottom panel of Fig. 6. The set of Galactic pa-
rameters that produce low dispersion on the current distribution
of solar siblings are:

– All the variations in Mbar and ⌦bar when Asp =

650 [km s�1]2kpc�1 , ⌦sp= 20 km s�1kpc�1 and m = 2.
– When m = 2: ⌦sp , 27, 28 km s�1kpc�1.
– When m = 4: ⌦sp = 16 km s�1kpc�1; 8 Asp.

Hereafter we will call the low dispersed distribution of solar
siblings as the low dispersion case. For the specific set of Galac-
tic parameters shown at the bottom panel of Fig. 6, we found that
the radii of the solar siblings are in the range 8.0  R  9.3 kpc
(�R = 1.3 kpc).

We computed the astrometric properties of the Sun’s siblings
such as parallaxes ($), proper motions (µ) and radial velocities
(Vr) for the cases of high and low dispersion. Given that in the
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Fig. 7. Distribution of radial velocities P(Vr) of the solar siblings for
the high and low dispersion cases when: Top: The selection criteria
of Eq. (1) is applied. Bottom: Only the parallax in Eq. (1) is taken
into account. The initial conditions of the Sun’s birth cluster here are:
Mc = 1125 M� and Rc = 2 pc respectively.

simulations the solar siblings could be located all over the Galac-
tic disk, we selected the stars that have the same galactocentric
position as the Sun (R = 8.5 ± 0.5 kpc). For each of those possi-
ble Suns we calculated the barycentric positions and velocities of
the solar siblings and subsequently their astrometric properties.
We are interested in looking at the radial velocity of nearby solar
siblings on almost the same orbit of the Sun. Following Brown
et al. (2010) we choose the radial velocity of solar siblings that
satisfy selection criteria (Eq. (1)).

However, since the proper motion of the recently discovered
solar sibling –HD 162826– does not correspond to the former se-
lection criteria (see Ramírez et al. 2014), we also analyze the ra-
dial velocities of solar siblings without taking into account their
proper motion. The computation of the astrometric properties
of the solar siblings was done by using the Python’s package
PyGaia4, which is a toolkit for basic Gaia data simulation, ma-
nipulation and analysis.

In Fig. 7 we show the distribution of radial velocities P(Vr)
of the solar siblings when Mc = 1125 M� and Rc = 2 pc. The

4 https://pypi.python.org/pypi/PyGaia/0.5
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What to do with it?

Position of solar siblings after evolution in a 
non-axisymmetric Galactic potential 
Liu et al. (submitted), simulation by Carmen 
Martínez-Barbosa.



Nomenclature

• XXX

Chemical tagging Chemical tracing
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3 Moving groups and stellar
streams

While the study of open clusters provide insight into
the star-forming epochs of the Galactic disk, other
structures exist in the disk that are of equal signifi-
cance. These include moving groups, which are un-
bound groups of stars that share common motions
around the Galaxy. These may also be relics of other
processes, such as satellite accretion and mixing due to
spiral arms, that have taken place in the Galactic disk.

The concept of moving groups and superclusters
was first advocated by Olin Eggen in the 1960s. Ba-
sically the stars form from a common progenitor gas
cloud. As the cluster orbits around the Galaxy, it dis-
perses into a tube-like structure around the Galaxy
plane, and after several galactic orbits, will dissolve
into the Galaxy background. The tube-like unbound
groups of stars occupying extended regions of the Galaxy
were defined by Eggen as superclusters. If the Sun
happens to be inside this tube structure, the group
members will appear to be spread over the sky, but
may be identified as a group through their common
space velocities. These group stars located within the
solar neighborhood were defined as a moving group,
and believed to be a subset of larger systems known as
superclusters.

Besides dispersed open clusters, there are other
manifestations of moving groups that have a dynamical
orgin (Famaey et al. 2005). Such dynamical streams
are not thought to have originated from a dispersed
open cluster, but are stars of different origins that have
been swept up into a common orbit around the Galaxy
by dynamical forces such as spiral density waves. Many
of these stellar streams have however not been sub-
ject to an abundance analysis, except for the Hercules
stream (Fux 2001; Bensby et al. 2007). Despite shar-
ing a common motion, the stars of the Hercules stream
have different ages and chemistry. In fact the abun-
dance trends of the member stars match that of the
disk field stars.

Conversely, an example of a true moving group is
the HR1614 moving group (Eggen 1978a, 1992, 1998;
Feltzing & Holmberg 2000). The high levels of chemi-
cal homogeneity seen within the HR1614 moving group
stars supports the case that it is a relic of an an-
cient star-forming event (De Silva et al. 2007). Fig-
ure 3 compares the abundances of the HR1614 moving
group stars to that of the open clusters Hyades and
Collinder 261. In contrast to the dynamically defined
Hercules stream (cf. Fig 3 in Bensby et al. 2007), it is
clear that the HR1614 moving group in chemical abun-
dance space represents a star cluster systems. Further,
De Silva et al. (2007) show that chemical probing al-
lows the differentiation between true members of the
group and contaminating field stars, which cannot be
done with kinematics alone. The case of the nearby
HR1614 moving group is surely not unique. It is likely
that there are other dispersed relic groups whose re-

ality is not yet confirmed due to the lack of detailed
chemical information. It is clear that kinematical in-
formation alone cannot uncover the true story behind
any dispersed stellar group in the Galactic disk. The
presently demonstrated existence of a real relic moving
group is a very important step and offers grand oppor-
tunities for chemical reconstruction of an bygone era.

Figure 3: Abundances of HR1614 moving
group stars (De Silva et al. 2007, triangles) com-
pared to the Hyades (De Silva et al. 2006, cir-
cles) and Collinder 261 (De Silva et al. 2007,
squares) open clusters. The smaller open sym-
bols represent background field stars (Reddy et al.
2003; Allende Prieto et al. 2004; Edvardsson et al.
1993). The dotted lines mark the solar value.

4 Conclusion

We have used high resolution elemental abundances
of old open clusters from the literature to compare the
cluster to cluster abundance trends for a large range of
elements. We find that different clusters show different
abundance levels for a given element, with some ele-
ments showing large scatter. Systematic uncertainties
among the different studies is the source of much of
the abundance scatter. However those elements show-
ing a σ > 0.2 dex is likely to be an indication of real
cluster to cluster abundance variations. Further, vari-
ous element to element abundance patterns were seen
among the sample, highlighting the decoupled nature
of the elements and the existence of chemical signa-
tures unique to the clusters based on their time and
site of formation. An homogenous high resolution
abundance study for a range of elements of the Galac-

De  Silva et al. 2008 arXiv:0810.2287

HR1614 
Hyades 

Collinder 261

The Astronomical Journal, 148:67 (32pp), 2014 October Johnson et al.

Figure 20. Chemical abundance trends are plotted as a function of [Fe/H] and compared to various chemical enrichment models. The solid black, blue, and green
lines represent the baseline models from Kobayashi et al. (2006, 2011) for the Galactic bulge, thick disk, and thin disk, respectively. The dashed cyan and magenta
lines illustrate how the bulge model changes if the hypernova fraction is 0 and 1, respectively, for masses >20 M⊙. Note that [Ni/Fe] in particular suffers from
overproduction from Type Ia SNe at [Fe/H] > −1. Some other elements (e.g., Si) may also be better fit if systematic offsets were applied.
(A color version of this figure is available in the online journal.)

Galactic latitude for metal-rich stars have all focused on minor-
axis fields. The inner bulge field included here is several degrees
off-axis.

The composition data reconfirm the already well-documented
metallicity gradient in the bulge. Similarly, we find good
agreement between our derived [Mg/Fe], [Si/Fe], and [Ca/Fe]
abundances and those of Gonzalez et al. (2011). Additionally,
we confirm that there are no significant field-to-field [α/Fe]
abundance variations among various bulge sight lines. Our
new α-element measurements also reinforce the previously held
notion (e.g., McWilliam et al. 2008) that the decline in [O/Mg]
with increasing metallicity is likely the result of metallicity-
dependent yields from massive stars. While we find that the
bulge and thick disk exhibit nearly identical [α/Fe] ratios at
[Fe/H] ! −0.5, the bulge stars appear to remain enhanced
in [α/Fe] by up to 0.1–0.2 dex higher in [Fe/H] than the
local thick disk. The bulge [α/Fe] ratios at [Fe/H] " 0 are
well matched to the local thin disk trends. These results are
in agreement with recent differential abundance analyses of
microlensed bulge dwarfs (Bensby et al. 2013) and suggest
the bulge experienced faster enrichment than the local thick
disk. However, similar differential analyses comparing bulge
and thick disk giants find no significant differences between the
two populations (Meléndez et al. 2008; Alves-Brito et al. 2010;
Gonzalez et al. 2011).

Combining the new data set of [α/Fe] abundances with those
available in the literature now totals several hundred stars.
However, the combined data set does not reveal any significant
population with “anomalous” chemistry, such as the low [α/
Fe] ratios reminiscent of many present-day dwarf galaxy stars.
Therefore, we can effectively rule out these types of objects as
major contributors to any portion of the present-day Galactic
bulge field population. This further supports the idea that the
Galactic bulge is not a merger-built system. Similarly, the [α/
Fe] ratios of the NGC 6553 stars are identical to those of similar
metallicity field stars. This suggests NGC 6553 formed in situ
with the bulge and is not a captured system.

With regard to the light, odd-Z elements, we find that Na
and Al exhibit discrepant trends as a function of metallicity.
In particular, bulge stars exhibit a steady increase in [Na/Fe]
with increasing [Fe/H], but the [Al/Fe] trend almost exactly
matches that of the α-elements (except oxygen). While we
do not find any significant field-to-field variations in either
[Na/Fe] or [Al/Fe], our results indicate that the bulge and thick
disk have different [Na/Fe] abundances at [Fe/H] ! −0.5 but
similar [Al/Fe]. Interestingly, the “α-like” behavior of [Al/Fe]
contrasts with several previous bulge studies that found [Al/Fe]
was enhanced up to [Fe/H] = + 0.5. Instead, our results are
in agreement with the abundance patterns of microlensed bulge
dwarfs (e.g., Bensby et al. 2013). The discrepant behavior of Na
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Does it work?



In summary, systematic differences between the 
stars and the Sun could arise due to the … 
!
(i) analysis techniques (equivalent widths vs. spectrum synthesis) 
(ii) stellar parameters 
(iii) adopted grid of model atmospheres 
(iv) treatment of line formation (LTE vs. NLTE) 
(v) adopted gf-values  
(vi) adopted line lists 
(vii) spectral resolution 
(viii) signal-to-noise ratio 
(ix) problems with the spectrograph 
(x) adopted solar spectrum (sky, Moon, moons of other planets, asteroids, 
solar atlas) 
(xi) data reduction 
(xii) determination of the continuum 
(xiii) blends 
(xiv) equivalent width measurements 
(xv) adopted solar abundances Meléndez et al. 2013 IAU Symp.  298, 

Eds. Feltzing,  Zhao, Walton, Whitelock 



Is it realistic to hope?

Plot: Feltzing & Chiba  2013 NewAR 57 80

σ  ~ 0.04 dex 
around the mean

Edvardsson,  et al. 1993 A&A 275 101 
Better data (S/N, larger λ-range, # lines)

Bensby et al.  2014 A&A 562 A71
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Is it realistic to hope?
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Figure 4. Singly ionized minus neutral differential abundances of Fe, Cr, Ti, and Sc. The surface gravity found by the ionization equilibrium of iron also satisfies,
within the error bars, the ionization equilibrium of Sc, Ti, and Cr.

Table 2
Comparison of Stellar Parameters of 18 Sco

Teff Error log g Error [Fe/H] Error Source
(K) (K) (dex) (dex) (dex) (dex)

5823 6 4.45 0.02 0.054 0.005 This work
5816 4 4.45 0.01 0.053 0.003 Ramı́rez et al. (2014b)
5824 5 4.45 0.02 0.055 0.010 Monroe et al. (2013)
5810 12 4.46 0.04 0.05 0.01 Tsantaki et al. (2013)
5831 10 4.46 0.02 0.06 0.01 Meléndez et al. (2012)
5817 30 4.45 0.13 0.05 0.05 da Silva et al. (2012)
5826 5 4.45 0.01 0.06 0.01 Takeda & Tajitsu (2009)
5840 20 4.45 0.04 0.07 0.02 Meléndez et al. (2009)
5848 46 4.46 0.06 0.06 0.02 Ramı́rez et al. (2009a)
5818 13 4.45 0.02 0.04 0.01 Sousa et al. (2008)
5834 36 4.45 0.05 0.04 0.02 Meléndez & Ramı́rez (2007)
5822 4 4.451 0.006 0.053 0.004 Weighted mean from the literature

a Teff only 1 K hotter, exactly the same log g and vt , and [Fe/H]
only 0.001 dex higher, and by Takeda & Tajitsu (2009), who
determined Teff = 5,826 ± 5 K, log g = 4.45 ± 0.01 dex, and
[Fe/H] = 0.06 ± 0.01 dex, using high-resolution (R = 90,000),
high S/N (∼1,000 at 600 nm) High-Definition Spectrograph
(HDS)/Subaru spectra. Our results are also in firm agreement
with stellar parameters recently determined by Ramı́rez et al.
(2014b) using several high-resolution (R = 65,000–83,000),
high S/N (= 400) spectra taken with the MIKE spectrograph
at the Magellan telescope, Teff = 5816 ± 4 K, log g = 4.45 ±
0.01 dex, and [Fe/H] = 0.053 ± 0.003. Also, there is a good
agreement with other results found in the literature, as well as
an exceptional accord with their weighted mean value, Teff =
5822 ± 4 K, log g = 4.45 ± 0.01 dex, and [Fe/H] = 0.053 ±
0.004, as shown in Table 2.

We took hyperfine structure (HFS) into account for 11
elements. The calculation is performed including HFS for each
individual line, and then a differential line-by-line analysis
is performed. Also, isotopic splitting was taken into account
for the heavier elements. For V, Mn, Ag, Ba, La, and Pr
the combined HFS+isotopic splitting is a minor differential
correction (!0.002 dex), but for Co and Cu the differential
correction amounts to 0.004 dex, for Y the correction is
0.005 dex, and for Yb it is very large at 0.023 dex. The most
dramatic case is for Eu, for which neglecting the corrections
would result in an error of 0.155 dex in the differential
abundances.

As shown in Meléndez et al. (2012) and Monroe et al. (2013),
differential NLTE effects in solar twins relative to the Sun
are minor. Here, we consider differential NLTE corrections

for elements showing the largest differential corrections in
our previous works, Mn (Bergemann & Gehren 2008) and
Cr (Bergemann & Cescutti 2010), but the largest differential
correction is only 0.003 dex for Mn. As mentioned above,
differential NLTE effects on Fe (Bergemann et al. 2012)
were also estimated to check for potential systematics in our
differential stellar parameters, but there is no impact in our
solutions.

Our differential abundances (which are based on EW mea-
sured by J. Meléndez) are in excellent agreement with those ob-
tained using an independent set of EW measurements in 18 Sco
by Monroe et al. (2013), with an average abundance difference
of 0.002 dex (J.M.’s measurements in this paper; Monroe et al.
2013) and an element-to-element scatter of only 0.005 dex.
Another independent set of EW measurements obtained by M.
Tucci Maia (which were obtained fully by hand, unlike the mea-
surements done by J.M and T.M., which used ARES first and
then remeasured the outliers by hand) results in abundances
with a difference from our work of 0.002 dex and scatter of
only 0.004 dex. These comparisons and our previous testing in
Meléndez et al. (2012), for which we obtained an element-to-
element scatter of σ =0.005 dex, in the similarity of HIRES and
UVES abundances of 18 Sco minus the Sun, suggest that care-
ful differential measurements can achieve a precision of about
0.005 dex in differential abundances.

The measurement errors are adopted as the standard error
of the differential abundances, except for elements with just
a single line, in which case we adopted as observational er-
ror the standard deviation of five differential EW measure-
ments performed with somewhat different criteria. The typical

5
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Figure 4. Singly ionized minus neutral differential abundances of Fe, Cr, Ti, and Sc. The surface gravity found by the ionization equilibrium of iron also satisfies,
within the error bars, the ionization equilibrium of Sc, Ti, and Cr.
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(2014b) using several high-resolution (R = 65,000–83,000),
high S/N (= 400) spectra taken with the MIKE spectrograph
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agreement with other results found in the literature, as well as
an exceptional accord with their weighted mean value, Teff =
5822 ± 4 K, log g = 4.45 ± 0.01 dex, and [Fe/H] = 0.053 ±
0.004, as shown in Table 2.

We took hyperfine structure (HFS) into account for 11
elements. The calculation is performed including HFS for each
individual line, and then a differential line-by-line analysis
is performed. Also, isotopic splitting was taken into account
for the heavier elements. For V, Mn, Ag, Ba, La, and Pr
the combined HFS+isotopic splitting is a minor differential
correction (!0.002 dex), but for Co and Cu the differential
correction amounts to 0.004 dex, for Y the correction is
0.005 dex, and for Yb it is very large at 0.023 dex. The most
dramatic case is for Eu, for which neglecting the corrections
would result in an error of 0.155 dex in the differential
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differential NLTE effects in solar twins relative to the Sun
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correction is only 0.003 dex for Mn. As mentioned above,
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were also estimated to check for potential systematics in our
differential stellar parameters, but there is no impact in our
solutions.

Our differential abundances (which are based on EW mea-
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by Monroe et al. (2013), with an average abundance difference
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with a difference from our work of 0.002 dex and scatter of
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ful differential measurements can achieve a precision of about
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Beware of the sheep 
and sheep-goat effect

Smiljanic et al.: Gaia-ESO analysis of UVES spectra of FGK-type stars
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Fig. 14. Di�erence between the recommended values of Te� , log g, and [Fe/H] for the benchmark stars of iDR2 and the reference values. The
error bars are the method-to-method dispersions. The stars are sorted in order of decreasing [Fe/H] (left to right). The dashed red lines indicate
limits of ± 150 K for Te� , of ± 0.30 dex for log g, and of ± 0.10 dex for [Fe/H].

lyzed here. It also indicates that to select good results, cuts in
the atmospheric parameters themselves are not needed, cuts in
the dispersion values are su⇥cient. Overall, these comparisons
show that the bulk of the results are of very good quality.

7.4. The recommended values

In this Section we describe the procedure used to define the
recommended values of the atmospheric parameters of each
star. The first step was a zeroth-order quality control of the re-
sults of each Node. Results that were excluded are those i) with
very large error bars (above 900 K for Te� and/or 1.50 dex for log
g); ii) with microturbulence value equal to or below 0.00 km s�1;
iii) with surface gravity value above 5.00 dex; iv) where the final
Node result was the same as the input values of the method, in-
dicating that the automatic analysis failed to converge; v) flagged
as having other convergence problems.

Next, we used the results of the benchmark stars to weight
the performance of each Node in the three di�erent regions of
the parameter space defined before: 1) metal-rich dwarfs, 2)
metal-rich giants, and 3) metal-poor giants. For the bench-
mark stars in each one of these regions, we computed for each
Node the average di�erence between the parameters it derived
(Te� and log g) and the reference ones (Table 4).

These numbers are a measurement of the accuracy with
which each Node can reproduce the reference atmospheric pa-
rameters, in each region of the parameter space. They were then

Table 5. Node weights per region of the parameter space.

Node MRD MRG MPS
Bologna 1.000 0.546 –
CAUP 0.971 0.495 –

Concepcion 0.694 0.495 0.306
EPINARBO 1.000 0.781 0.585

IACAIP 0.862 0.901 0.935
Liege 0.676 0.386 –

LUMBA 1.000 0.602 0.758
Nice 0.870 0.794 1.000

OACT 0.741 0.585 –
ParisHeidelberg 1.000 0.746 0.637

UCM 0.893 0.214 –
ULB – – –

Vilnius 1.000 0.457 0.308

used to assign weights to the Node results. If the average di�er-
ence of the Node results was within 100 K for Te� and within
0.20 dex for log g, the Node was assigned a weight of 1.00.
Thus, we are assuming that all Nodes that reproduce the values
within these margins are equally accurate and their results should
be fully taken into account. Nodes that are less accurate than that
are assigned worse weights, in a linear scale, by dividing the av-
erage di�erence of its parameters by 100 K or 0.20 dex, for Te�
and log g respectively, and averaging these values.

The weights are computed per Node and per region of the
parameter space (Table 5). The results of each star are then com-
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Tagging: applications

• Several studies have started to develop the 
analysis tools needed for chemical tagging and PC 
analysis in large data-sets. 
- Ting et al. 2012 MNRAS 421 1231 PC, various, incl. dSphs - Andrews et al. 2012 AcA 62 269 PC, Bensby et al. 2014 - Mitschang et al. 2014 MNRAS 438 2753 Tagging, Bensby et al. 2014 - Blanco-Cuaresma et al. in prep. Tagging, various incl. clusters, Gaia-ESO

Inconclusive 	

Due to small samples
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Dynamical structure

Not all “groups” dispersing are stellar 
clusters, some are dynamical features

Thick disk 
Thin disk

(in yellow)



What sort of data is available? 
A few of examples
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spectroscopic binaries and excluded. All FIES stars and most
of the UVES stars are brighter than V = 11.1, three having
V = 11.2, 12.2, and 12.8. The average distance is 115 pc with
Dmax = 335 pc.

The UVES spectra cover the spectral region 4800–6800Å
and have resolutions R ≃ 55 000 and signal-to-noise ratios (S/N)
from 250 to 500. The FIES spectra range from 4000 to 7000Å,
but only the 4700–6400Å region was employed, with a resolu-
tion R ≃ 40 000 and S/N ≃ 140–200. The majority of the UVES
stars had reduced spectra available in the archive, but for stars
observed with an image slicer, the raw data were reduced using
the echelle package in IRAF. The FIES data were handled by
FIEStool, a data reduction package developed by E. Stempels.

Equivalent widths (EWs) of 130 to 180 atomic lines were
measured for each star. The large majority of the lines have EWs
between 2 and 90mÅ. For six stars, both UVES and FIES spec-
tra are available. The average EW difference (FIES – UVES) is
0.6mÅ with a rms deviation of 1.3mÅ.

3. Stellar parameters and abundances

Element abundances are derived from EWs using the Uppsala
EQWIDH program together with model atmospheres interpo-
lated from the new MARCS grid (Gustafsson et al. 2008). Two
sets of models are available with different values of [α/Fe],
which makes it possible to interpolate to a model having the
same [α/Fe] as the star. Local thermodynamic equilibrium (LTE)
is assumed in the line calculations, and line broadening caused
by microturbulence, ξturb, and collisional damping is included.

The abundance analysis is performed differentially with re-
spect to two bright thick-disk stars, HD 22879 and HD76932.
Their effective temperatures are determined from (b−y) and
(V−K) using the calibrations of Ramírez & Meléndez (2005).
Surface gravities are derived from Hipparcos parallaxes as de-
scribed by Nissen et al. (2004), and chemical abundances from
a differential analysis with respect to the Sun, using a subset of
∼80 lines, which are relatively unblended in the solar flux spec-
trum of Kurucz et al. (1984). In an “inverted” abundance analy-
sis, the data from the star-Sun analysis are then used to determine
g f -values for the whole set of ∼180 lines. These g f -values are
applied for the abundance analysis of all program stars.

We then determine Teff so that the [Fe/H] derived from the
Fe I lines is independent of excitation potential. As the Fe I lines
are also used to determine ξturb by minimizing the dependence of
[Fe/H] on EW, iteration is needed to obtain consistent values of
Teff and ξturb. We estimate a differential error of σ(Teff) = ±30K
by comparing Teff values derived from the Fe I excitation balance
with those inferred from (b−y) and (V−K) colors for a subset of
44 nearby stars that appear to be unreddened according to the ab-
sence of interstellar NaD lines. The surface gravity is estimated
by ensuring that Fe I and Fe II lines provide consistent Fe abun-
dances. Comparison of these spectroscopic gravities with values
determined fromHipparcos parallaxes for the nearby stars shows
that log g is determined differentially to a precision of 0.05 dex.

The derived abundance ratios of Na, Mg, Si, Ca, Ti, Cr, and
Ni with respect to Fe are given in Tables 3 and 4. All abun-
dance ratios are based on neutral lines. The numbers of the lines
applied are Na I 2–5, Mg I 1–2, Si I 5–10, Ca I 6–9, Ti I 9–14,
Cr I 4–7, Fe I 70–92, Fe II 14–16, and Ni I 20–27, where the first
number refers to the most metal-poor stars, and the last to the
most metal-rich.

The errors in the abundance ratios were estimated by com-
paring results obtained from UVES and FIES spectra for the six

Fig. 1. [Mg/Fe] and [α/Fe] versus [Fe/H]. Crosses refer to thick-disk
stars and circles to halo stars observed with UVES. Triangles indicate
halo stars with FIES spectra. Halo stars above the long-dashed line in
the [Mg/Fe] diagram are defined as belonging to the high-α population
and are indicated by open (blue) symbols. The stars below the long-
dashed line are defined to be low-α stars and are shown with filled (red)
symbols. Based on [Mg/Fe], this classification is maintained in all the
following figures. The components of a visual binary star, G 112-43 and
G 112-44, are connected by a straight line.

stars observed with both instruments (see Tables 3 and 4). The
spectra of these stars have typical S/N, except HD189558 that
has an unusually high quality FIES spectrum (S/N ≃ 350). This
comparison shows that differential values of [Fe/H], [Na/Fe],
[Mg/Fe], and [Si/Fe] are determined to a 1-σ precision of 0.03
to 0.04 dex, whereas the precision of [Ca/Fe], [Ti/Fe], [Cr/Fe],
and [α/Fe] is about 0.02 dex. The error in [Ni/Fe] is as small as
0.01 dex, because of the many Fe I and Ni I lines available. We
note that errors in the abundance ratios caused by errors in Teff
and log g are small compared to errors induced by the EW mea-
surements, because all ratios are derived from neutral atomic
lines with similar sensitivity to Teff and log g.

Figure 1 shows [Mg/Fe] and [α/Fe] as a function of [Fe/H].
We note that there are no systematic offsets between the UVES
and the FIES data. The corresponding figure for [Si/Fe], [Ca/Fe],
and [Ti/Fe] is shown in the Online Section. As can be seen, the
halo stars consist of two distinct populations, the “high-α” stars
with a nearly constant [α/Fe] and the “low-α” stars with a de-
clining [α/Fe] as a function of increasing metallicity. A classi-
fication into these two populations was performed on the basis
of [Mg/Fe]. In the range −1.6 < [Fe/H] < −1.4, the two pop-
ulations tend to merge, and the classification is less clear. The
high-α and low-α halo populations also separate well in [Na/Fe]
and [Ni/Fe] with the exceptions of two Na-rich stars. The abun-
dance differences can be seen directly from the observed spectra
as shown in the Online section.

The scatter in the abundance ratios for the high-α and thick-
disk stars relative to the best-fit linear relations is 0.032 dex for
[Mg/Fe] and 0.030 dex for [α/Fe]. This is similar to the estimated
errors of the analysis. For the low-α stars, there are, however,
abundance differences from the trends that cannot be explained
by the errors alone, especially in the case of [Na/Fe] and [Ni/Fe].
The clear correlation between these ratios (Fig. 2) confirms that
cosmic variations in these ratios are present at a given [Fe/H].
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spectroscopic binaries and excluded. All FIES stars and most
of the UVES stars are brighter than V = 11.1, three having
V = 11.2, 12.2, and 12.8. The average distance is 115 pc with
Dmax = 335 pc.

The UVES spectra cover the spectral region 4800–6800Å
and have resolutions R ≃ 55 000 and signal-to-noise ratios (S/N)
from 250 to 500. The FIES spectra range from 4000 to 7000Å,
but only the 4700–6400Å region was employed, with a resolu-
tion R ≃ 40 000 and S/N ≃ 140–200. The majority of the UVES
stars had reduced spectra available in the archive, but for stars
observed with an image slicer, the raw data were reduced using
the echelle package in IRAF. The FIES data were handled by
FIEStool, a data reduction package developed by E. Stempels.

Equivalent widths (EWs) of 130 to 180 atomic lines were
measured for each star. The large majority of the lines have EWs
between 2 and 90mÅ. For six stars, both UVES and FIES spec-
tra are available. The average EW difference (FIES – UVES) is
0.6mÅ with a rms deviation of 1.3mÅ.

3. Stellar parameters and abundances

Element abundances are derived from EWs using the Uppsala
EQWIDH program together with model atmospheres interpo-
lated from the new MARCS grid (Gustafsson et al. 2008). Two
sets of models are available with different values of [α/Fe],
which makes it possible to interpolate to a model having the
same [α/Fe] as the star. Local thermodynamic equilibrium (LTE)
is assumed in the line calculations, and line broadening caused
by microturbulence, ξturb, and collisional damping is included.

The abundance analysis is performed differentially with re-
spect to two bright thick-disk stars, HD 22879 and HD76932.
Their effective temperatures are determined from (b−y) and
(V−K) using the calibrations of Ramírez & Meléndez (2005).
Surface gravities are derived from Hipparcos parallaxes as de-
scribed by Nissen et al. (2004), and chemical abundances from
a differential analysis with respect to the Sun, using a subset of
∼80 lines, which are relatively unblended in the solar flux spec-
trum of Kurucz et al. (1984). In an “inverted” abundance analy-
sis, the data from the star-Sun analysis are then used to determine
g f -values for the whole set of ∼180 lines. These g f -values are
applied for the abundance analysis of all program stars.

We then determine Teff so that the [Fe/H] derived from the
Fe I lines is independent of excitation potential. As the Fe I lines
are also used to determine ξturb by minimizing the dependence of
[Fe/H] on EW, iteration is needed to obtain consistent values of
Teff and ξturb. We estimate a differential error of σ(Teff) = ±30K
by comparing Teff values derived from the Fe I excitation balance
with those inferred from (b−y) and (V−K) colors for a subset of
44 nearby stars that appear to be unreddened according to the ab-
sence of interstellar NaD lines. The surface gravity is estimated
by ensuring that Fe I and Fe II lines provide consistent Fe abun-
dances. Comparison of these spectroscopic gravities with values
determined fromHipparcos parallaxes for the nearby stars shows
that log g is determined differentially to a precision of 0.05 dex.

The derived abundance ratios of Na, Mg, Si, Ca, Ti, Cr, and
Ni with respect to Fe are given in Tables 3 and 4. All abun-
dance ratios are based on neutral lines. The numbers of the lines
applied are Na I 2–5, Mg I 1–2, Si I 5–10, Ca I 6–9, Ti I 9–14,
Cr I 4–7, Fe I 70–92, Fe II 14–16, and Ni I 20–27, where the first
number refers to the most metal-poor stars, and the last to the
most metal-rich.

The errors in the abundance ratios were estimated by com-
paring results obtained from UVES and FIES spectra for the six

Fig. 1. [Mg/Fe] and [α/Fe] versus [Fe/H]. Crosses refer to thick-disk
stars and circles to halo stars observed with UVES. Triangles indicate
halo stars with FIES spectra. Halo stars above the long-dashed line in
the [Mg/Fe] diagram are defined as belonging to the high-α population
and are indicated by open (blue) symbols. The stars below the long-
dashed line are defined to be low-α stars and are shown with filled (red)
symbols. Based on [Mg/Fe], this classification is maintained in all the
following figures. The components of a visual binary star, G 112-43 and
G 112-44, are connected by a straight line.

stars observed with both instruments (see Tables 3 and 4). The
spectra of these stars have typical S/N, except HD189558 that
has an unusually high quality FIES spectrum (S/N ≃ 350). This
comparison shows that differential values of [Fe/H], [Na/Fe],
[Mg/Fe], and [Si/Fe] are determined to a 1-σ precision of 0.03
to 0.04 dex, whereas the precision of [Ca/Fe], [Ti/Fe], [Cr/Fe],
and [α/Fe] is about 0.02 dex. The error in [Ni/Fe] is as small as
0.01 dex, because of the many Fe I and Ni I lines available. We
note that errors in the abundance ratios caused by errors in Teff
and log g are small compared to errors induced by the EW mea-
surements, because all ratios are derived from neutral atomic
lines with similar sensitivity to Teff and log g.

Figure 1 shows [Mg/Fe] and [α/Fe] as a function of [Fe/H].
We note that there are no systematic offsets between the UVES
and the FIES data. The corresponding figure for [Si/Fe], [Ca/Fe],
and [Ti/Fe] is shown in the Online Section. As can be seen, the
halo stars consist of two distinct populations, the “high-α” stars
with a nearly constant [α/Fe] and the “low-α” stars with a de-
clining [α/Fe] as a function of increasing metallicity. A classi-
fication into these two populations was performed on the basis
of [Mg/Fe]. In the range −1.6 < [Fe/H] < −1.4, the two pop-
ulations tend to merge, and the classification is less clear. The
high-α and low-α halo populations also separate well in [Na/Fe]
and [Ni/Fe] with the exceptions of two Na-rich stars. The abun-
dance differences can be seen directly from the observed spectra
as shown in the Online section.

The scatter in the abundance ratios for the high-α and thick-
disk stars relative to the best-fit linear relations is 0.032 dex for
[Mg/Fe] and 0.030 dex for [α/Fe]. This is similar to the estimated
errors of the analysis. For the low-α stars, there are, however,
abundance differences from the trends that cannot be explained
by the errors alone, especially in the case of [Na/Fe] and [Ni/Fe].
The clear correlation between these ratios (Fig. 2) confirms that
cosmic variations in these ratios are present at a given [Fe/H].

Page 2 of 9

Nissen & Schuster (2010)

Halo

μ-lensed dwarfs

Giants

Bulge

Bulge

Bensby et al. (2013)

Alves-Brito et al. (2010)

Open clusters





  

 

 


 




 



Nieva and Przybilla

Disk

Feltzing & Chiba (2013)	

Bensby et al. (2013)



Summary
• Most high precision data still confined to solar 

neighbourhood or Galactic bulge 

• Chemical tagging has been applied in two ways 
- Simple “by-eye” tagging for specific project – 

successful 
- Detailed analysis of larger samples –                  

un-successful so far 

• We need surveys



What should surveys 
deliver?

• Precision good enough to be able to detect the 
features we are interested in  
- Note – we do not necessarily know what we are 

looking for  

• Samples large enough to address the questions we 
want to ask to the data  
- Normally this ends up with 105 to several 106 

stars, depending on the problem



Size of features

Plot based on data from Klaus Furhmann’s studies (priv. comm.)

Dwarf stars

~0.2 dex

Nissen & Schuster	

low-α halo

We saw earlier that the size of features seen in abundance trends are of ~0.2 dex, or less
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Fig. 3. Examples of probability plots for the test statistic t(x) obtained
in Monte-Carlo simulations for sample sizes N = 102, 103, and 104

(top to bottom). In each diagram the solid curve shows, as a function
of the critical value C, the probability that t exceeds C under the null
hypothesis (r = 0). The dashed curves show the probabilities under the
alternative hypothesis (r > 0) for the r-values indicated in the legend. In
the bottom diagram the dotted curve gives, for comparison, the expected
distribution of D

⇥
N for a one-sample K–S test in which F is the true

distribution (without adjusting µ and ⌅); see footnote 3.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian;
(2) that the two populations in the alternative hypothesis are
equally large; (3) the use of the particular statistic in Eq. (1);
and (4) the choice of significance (a probability of falsely reject-
ing H0 less than � = 0.01) and power (a probability of correctly
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Fig. 4. Minimum sample size needed to distinguish two equal Gaussian
populations, as a function of the separation of the population mean in
units of the standard deviation of each population. The circles are the
results from Monte-Carlo simulations as described in the text, using a
K–S type test with significance level � = 0.01 and power 1 � ⇥ = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � ⇥ = 0.99). Changing any of these
assumptions would result in a di�erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e�ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e�ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di�erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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equally large; (3) the use of the particular statistic in Eq. (1);
and (4) the choice of significance (a probability of falsely reject-
ing H0 less than � = 0.01) and power (a probability of correctly
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Fig. 4. Minimum sample size needed to distinguish two equal Gaussian
populations, as a function of the separation of the population mean in
units of the standard deviation of each population. The circles are the
results from Monte-Carlo simulations as described in the text, using a
K–S type test with significance level � = 0.01 and power 1 � ⇥ = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � ⇥ = 0.99). Changing any of these
assumptions would result in a di�erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e�ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e�ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di�erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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Summary

• Large samples are good 

• But good precision is still required  

• Cheer number does not compensate for poor data 

• You must decide what precision your problem 
needs



Surveys that tag
• Currently available surveys include 

- SEGUE (SDSS 2.5m, Apache point) 
- RAVE (UK Schmidt, AAO) 
- APOGEE (SDSS 2.5m, Apache point) 
- Gaia-ESO Survey (VLT, Paranal) 
- GALAH on HERMES (AAT, AAO) 

• Future surveys include those performed using  
- MOONS (VLT, Paranal) 
- WEAVE (WHT, La Palma) 
- 4MOST (VISTA, Paranal)



Surveys that tag
MOONS 
NIR multifibre spectrograph 
being built for VLT 
R ~ 5000 (0.64-1.8 μm) 
R ~ 9000, 20 000, 20 000 
(0.7-0.9, 1.17-1.26, 
1.52-1.63 μm) 
1024 fibres 
Being built by consortium 
lead by ATC, UK 
PI: Michelie Cirasuolo 
http://www.roe.ac.uk/
~ciras/MOONS/VLT-
MOONS.html

4MOST 
Multifibre spectrograph to 
go on VISTA  
R ~20 000 and R ~5000 
800 + 1600 fibres 
Gaia and eROSITA follow-up 
10-20 million LR stars 
1-2 million HR stars 
LR to V~20 w SNR 10/Å 
HR~16.5/17 w SNR of 170/Å 
PI: Roelof de Jong 
http://www.4most.eu

WEAVE 
Multifibre spectrograph 
being built for WHT 
R ~20 000 and R ~5000 
800 fibres (switches R) 
Gaia follow-up (4MOST in 
the North),  extra-galactic 
science  
Netherlands, UK, Spain, 
France, Italy     
Project scientist: Scott 
Trager 
http://www.ing.iac.es/weave/

NIR UV UV

Cirasuolo et al (SPIE, 2014) de Jong et al (SPIE, 2014)

http://www.roe.ac.uk/~ciras/MOONS/VLT-MOONS.html
http://www.4most.eu
http://www.ing.iac.es/weave/
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Optimizing 4MOST
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But, will it really work?

• Well … 

• It does seem to work well when you compare 
apples with apples. 

• What about the apples and oranges? That is less 
certain. 

Two potential pitfalls ➔



Spanners in the works…
• Önehag et al. (2014) find tentative evidence that 

selective diffusion occurs in solar type stars at MS 
and TOP in M67 - Variations up to 0.05 dex along the evolutionary 

sequence for some heavy elements 

• NLTE, 3D effects can be severe, e.g., Ruchti et al. 
(2013)
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Table 3. Hipparcos star surface gravity comparisons.

HD TLTE-Fe log gLTE-Fe [Fe/H]LTE-Fe TOpt log gNLTE-Opt [Fe/H]NLTE-Opt log gπ

err (∼±60 K) (±0.1) (±0.1) (<±100 K) (±0.1) (±0.1) (±0.1)

228 79 5726 4.04 −0.92 5817 4.27 −0.89 4.33
246 16 5084 3.34 −0.62 5071 3.40 −0.69 3.29
593 74 5741 4.04 −0.96 5877 4.33 −0.88 4.49
849 37 6137 3.58 −2.34 6374 4.18 −2.11 4.15

108 317 4922 1.89 −2.58 5367 3.04 −2.14 3.14
111 721 4956 2.52 −1.37 5091 2.93 −1.29 2.70
122 956 4569 1.15 −1.75 4750 1.94 −1.61 2.03
134 169 5868 4.03 −0.77 5924 4.20 −0.74 4.03
140 283 5413 2.81 −2.79 5834 3.71 −2.41 3.73
157 466 6070 4.41 −0.34 6002 4.37 −0.41 4.35
160 693 5808 4.29 −0.47 5749 4.24 −0.55 4.31
184 499 5740 4.11 −0.58 5766 4.23 −0.57 4.08
193 901 5555 3.94 −1.18 5775 4.39 −1.01 4.57
194 598 5814 4.02 −1.23 5991 4.39 −1.10 4.27
201 891 5676 3.89 −1.21 5871 4.30 −1.06 4.30
204 155 5696 3.94 −0.71 5733 4.08 −0.69 4.03
207 978 6343 3.93 −0.62 6294 4.02 −0.62 3.96
222 794 5588 3.99 −0.66 5604 4.08 −0.66 3.91

Figure 6. Comparison of stellar parameters derived using the LTE-Fe
method and the NLTE-Opt stellar parameters versus [Fe/H]LTE-Fe. The
difference in effective temperature, surface gravity and metallicity shows
a large systematic increase with decreasing metallicity. The dual trends seen
in "Teff, "log g and "[Fe/H] are a result of the R11 effective temperature
calibration, in which the authors found that stars with effective temperatures
less than 4500 K only required a small correction to TLTE-Fe. Therefore,
these stars stand out in the plots.

Figure 7. Stellar positions in the log g versus Teff plane in LTE-Fe (left-hand
panel) and NLTE-Opt (right-hand panel). The curves shown are evolutionary
tracks computed using the GARSTEC code (Weiss & Schlattl 2008). Each track
was computed assuming a mass of 0.8 M⊙ and an [Fe/H] of −0.5 (solid,
red), −1.0 (long-dashed, green), −1.5 (short-dashed, blue) and −2.5 (dot–
dashed, magenta). Note that those stars around log g = 2.0 that lie away
from the tracks are most likely horizontal branch stars.

computed using the GARSTEC code (Weiss & Schlattl 2008), for
comparison. Generally, the NLTE-Opt estimates of surface gravity
and effective temperature trace the morphology of the theoretical
tracks much more accurately. Several features are most notable. The
NLTE-Opt parameters lead to far less stars that lie on or above the
tip of the red giant branch (RGB), and more stars occupy the middle
or lower portion of the RGB. Also, stars at the turn-off and subgiant
branch are now more consistent with stellar evolution calculations.

Figs 6 and 7 further prompted us to determine the relative impor-
tance of the effective temperature scale versus the NLTE corrections
for gravities and metallicities in the NLTE-Opt method. We sin-
gled out the effect of the NLTE corrections by deriving additional,
LTE-Opt surface gravity and metallicity estimates using LTE iron
abundances combined with our TOpt estimate. Note that, as with
the NLTE-Opt method, Fe lines which have an excitation potential
below 2 eV were excluded. The comparison between these LTE-
Opt estimates and the final NLTE-Opt estimates is shown in Fig. 8.
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difference in effective temperature, surface gravity and metallicity shows
a large systematic increase with decreasing metallicity. The dual trends seen
in "Teff, "log g and "[Fe/H] are a result of the R11 effective temperature
calibration, in which the authors found that stars with effective temperatures
less than 4500 K only required a small correction to TLTE-Fe. Therefore,
these stars stand out in the plots.

Figure 7. Stellar positions in the log g versus Teff plane in LTE-Fe (left-hand
panel) and NLTE-Opt (right-hand panel). The curves shown are evolutionary
tracks computed using the GARSTEC code (Weiss & Schlattl 2008). Each track
was computed assuming a mass of 0.8 M⊙ and an [Fe/H] of −0.5 (solid,
red), −1.0 (long-dashed, green), −1.5 (short-dashed, blue) and −2.5 (dot–
dashed, magenta). Note that those stars around log g = 2.0 that lie away
from the tracks are most likely horizontal branch stars.

computed using the GARSTEC code (Weiss & Schlattl 2008), for
comparison. Generally, the NLTE-Opt estimates of surface gravity
and effective temperature trace the morphology of the theoretical
tracks much more accurately. Several features are most notable. The
NLTE-Opt parameters lead to far less stars that lie on or above the
tip of the red giant branch (RGB), and more stars occupy the middle
or lower portion of the RGB. Also, stars at the turn-off and subgiant
branch are now more consistent with stellar evolution calculations.

Figs 6 and 7 further prompted us to determine the relative impor-
tance of the effective temperature scale versus the NLTE corrections
for gravities and metallicities in the NLTE-Opt method. We sin-
gled out the effect of the NLTE corrections by deriving additional,
LTE-Opt surface gravity and metallicity estimates using LTE iron
abundances combined with our TOpt estimate. Note that, as with
the NLTE-Opt method, Fe lines which have an excitation potential
below 2 eV were excluded. The comparison between these LTE-
Opt estimates and the final NLTE-Opt estimates is shown in Fig. 8.
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[Fe/H] NLTE/3D - LTE

Önehag et al. 2014 A&A 562 A102 
Ruchti et al.  2013 MNRAS 429 126 



Spanners in the works…

T. Bensby et al.: 714 dwarf stars in the Solar neighbourhood

Fig. 12. HR diagrams for the Reddy et al. (2003, 2006) sample, the Valenti & Fischer (2005) sample, and the Adibekyan et al. (2012) sample.
Overlapping stars from this study are marked by red solid circles. The α-enhanced Yonsei-Yale (Y2) isochrones by Demarque et al. (2004) have
metallicities of [Fe/H] = −1 and +0.3 dex, respectively, and are shown from 1 to 15 Gyr in steps of 1 Gyr.

The HR diagram based on the corrected ionisation balance
parameters is shown in Fig. 9c. The gap that can be seen at
log g ≈ 4.2 K is an artefact due to that the corrections are dif-
ferent for stars below and above the turn-off.

After having identified these ionisation balance issues on
the lower main sequence for our sample, it is interesting to see
whether flat main sequences are present in other similar high-
resolution spectroscopic studies of the Galactic disk. For that,
we choose three studies: first, the sample of 355 dwarf stars from
Reddy et al. (2003, 2006) where stellar parameters are deter-
mined from the infrared IRFM flux method and Hipparcos paral-
laxes; second, the sample of 1040 dwarf stars from Valenti & Fis-
cher (2005) where stellar parameters are determined through χ2-
minimisation between observed spectrum and synthesised spec-
trum in selected wavelength bands using the SME software; and
third, the sample of 1111 dwarf stars from Adibekyan et al.
(2012) who, like us, use ionisation and excitation balance to
determine stellar parameters. The HR diagrams for these stud-
ies are shown in Fig. 12. For the Reddy et al. (2003, 2006) and
Valenti & Fischer (2005) studies, which do not utilise ionisation
balance, the HR diagrams appear normal, with declining main
sequences. The HR diagram for the Adibekyan et al. (2012) sam-
ple, on the other hand, shows an extremely flat relation, where
log g is even slightly rising with decreasing temperature.

What the causes are for the flat main sequence is not all clear.
It is possible that they arise due to limitations of the models that
cannot properly handle excitation balance and/or ionisation bal-
ance. Or it could be that NLTE effects and/or 3D effects play
rôles, or a combination of all of these. It is beyond the scope of
the current paper to further investigate this, and we will for now
settle with the empirical corrections in Table 2. We will report
stellar parameters for all three varieties (ionisation balance, par-
allaxes, corrected ionisation balance), but elemental abundances
and stellar ages will only be reported for the corrected ionisation
balance values, which is also what will be used in the remainder
of the paper. All parameters are reported in Table C.3.

5.5. Systematic errors

As the analysis is strictly differential relative to the Sun, sys-
tematic errors should largely cancel out and the internal preci-

sion should be good. This is seen through the good agreement
between equivalent width measurements and stellar parameters
that we derive for the Sun based on the spectra from the different
spectrographs and observing runs. Systematic shifts relative to
other studies are more difficult, as methods, model atmospheres,
atomic data, and methods for normalisation to the Sun, might
differ. To check and compare our results we have made a detailed
comparison of our stellar parameters and elemental abundances
to three recent and large studies of the Galactic stellar disk. First
we have chosen the studies by Reddy et al. (2003, 2006), con-
sisting of stars observed from the Northern hemisphere at the
MacDonald Observatory. In total this sample consists of 355
kinematically selected F and G dwarf stars that nicely would
complement our sample, which mainly has been observed from
the Southern hemisphere. With Reddy et al. (2003, 2006) we
have 64 stars in common. Next, we have chosen the study by
Adibekyan et al. (2012) who have done a detailed abundance
analysis of 1111 stars observed with the HARPS spectrograph
on the ESO 3.6-m telescope on La Silla. With Adibekyan et al.
(2012) we have 168 stars in common. And finally, we have cho-
sen the Valenti & Fischer (2005) study of 1040 F, G, and K
dwarfs from the Keck, Lick, and AAT planet search programs,
with which we have 140 stars in common. The stars in common
with each of these studies are marked in red in the HR diagrams
in Fig. 12.

Figure 13 and Table 3 show the comparisons to the Reddy
et al. (2003, 2006), Adibekyan et al. (2012), and Valenti & Fis-
cher (2005) studies. The comparisons are very favourable and
we see that our results compare reasonably well. With a few ex-
ceptions, the median difference in the abundance ratios are well
below 0.1 dex. The main difference lies in the comparison of the
Na, Si, Ti, and Ni abundances from Valenti & Fischer (2005)
where the dispersion is much larger than in the comparisons to
Reddy et al. (2003, 2006) and Adibekyan et al. (2012). Note
that most stars in common with Adibekyan et al. (2012) are lo-
cated in the turn-off region and not on the lower main sequence
(see Fig. 12), so systematics due to the flat main sequence issue
should not be significant.
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T. Bensby et al.: 714 dwarf stars in the Solar neighbourhood

Fig. 9. HR diagram for the sample when (a) log g is based on Fe i-Fe ii ionisation equilibrium, and (b) when log g is based on Hipparcos parallaxes.
In (b) the sizes of the circles are scaled with the difference between Fe i and Fe ii abundances. Red circles mark those stars where the Fe i abundances
are lower than the Fe ii abundances, and vice versa for the blue circles. The α-enhanced Yonsei-Yale (Y2) isochrones by Demarque et al. (2004)
have metallicities of [Fe/H] = −1 and +0.3 dex, respectively, and are shown from 1 to 15 Gyr in steps of 1 Gyr.

including the Fe i NLTE corrections in the analysis. While this is
a truly minuscule effect, the effects on temperatures and surface
gravities could have some impact on stellar ages, and possibly
also when determining abundances for elements like Li, which
is very temperature-sensitive. The stars for which we see signif-
icant effects are those that are warmer than about 6100 K.

Oxygen and sodium: The oxygen abundances have been de-
termined from the infrared triplet lines at 777 nm9 . These lines
are known to be strongly affected by deviations from LTE (e.g.,
Kiselman 1993; Asplund et al. 2009). To correct our oxygen
abundances for NLTE effects, we apply the empirical formula
from Bensby et al. (2004b), who analysed the forbidden oxygen
line at 630 nm, which is a very robust indicator of the oxygen
abundance, unaffected by departures from LTE (e.g., Kiselman
1993; Asplund et al. 2009).

For sodium we applied the NLTE corrections from Lind et al.
(2011), using an IDL script that was kindly provided by Karin
Lind.

How the NLTE corrections affect the [O/Fe] and [Na/Fe]
abundance ratios is shown in Fig. 7.

5.3. Surface gravity

Two widely used methods to determine the surface gravity are
derived from ionisation balance between Fe i and Fe ii, and from
basic principles through the relationship between bolometric
flux, temperature, and gravity (see, e.g., Eq. 4 in Bensby et al.
2003). The latter requires that the distance to the star is known,
and in our case all stars have distances based on Hipparcos par-
allaxes from the new reduction by van Leeuwen (2007).

There are some indications that by using parallaxes to de-
termine log g from basic principles, one introduces an external
source of uncertainty, independent of the spectra. For instance,
9 The forbidden oxygen line at 630 nm line was not analysed here since
the analysis in this paper is purely based on equivalent width measure-
ments. Furthermore, the spectral range of the UVES 2002/2004 as well
as the FIES and HARPS spectra (in total 38 stars) does not cover the
777 nm triplet lines and hence the number of stars with oxygen abun-
dances is lower than 714.

studies of solar analogs have shown that a purely spectroscopic
approach (i.e. Teff from excitation balance of abundances from
Fe i lines and log g from ionisation balance of abundances from
Fe i and Fe ii lines) has better precision than when using log g
based on parallaxes (e.g., Ramírez et al. 2009). Another advan-
tage of using a purely spectroscopic approach in our case is that
the uncertainties will be essentially distance-independent. This
is so because the sample contains relatively bright stars (V < 9),
and as a majority have been observed with large, 6-8 m class
telescopes, the exposure times are short and the spectra have
high signal-to-noise independent of the magnitude (or distance)
of the star. If the parallax method is used, the uncertainties in-
crease with distance, as is seen in Fig. 8, which shows the frac-
tional parallax errors versus the parallaxes for our stars: there
is a clear increase in the parallax error with distance. The sam-
ple contains 329 stars that have fractional errors in the parallax
larger than 5 % and 89 stars larger the 10 %. Furthermore, for
stars with large parallax uncertainties the Lutz-Kelker bias can
be severe and is impossible to correct for on an individual basis.

Therefore, we start by analysing our sample using ionisa-
tion balance to get the surface gravity. Figure 9a shows the re-
sulting HR diagram, and at a first glance, it appears peculiar in
the sense that the lower main sequence is horizontal rather than
declining. As there are many stars that fall in regions unoccu-
pied by isochrones, and as the whole appearance is somewhat
“uncomfortable”, we redetermine the stellar parameters, but this
time using the Hipparcos parallaxes to get the surface gravity.
The resulting HR diagram, in Fig. 9b, having gravities based on
Hipparcos parallaxes, shows a declining main sequence (as ex-
pected). It should be noted that the inclusion of the Fe i NLTE
corrections are far too small to have an effect on the gravities of
the magnitude to produce the flat lower main sequence.

5.4. Investigating the flat lower main sequence

To further investigate the difference in the two methods for de-
termining the surface gravity, the stars in Fig. 9b have been en-
coded in red if the resulting Fe i abundances are lower than the
Fe ii abundances, and blue if the opposite is true. The sizes of
the circles are scaled with the magnitude of the difference be-
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Summary

• Apples and oranges … 

• Get your parameters right or select only one type of 
star (and consider NLTE, 3D …) 

• How unique is a single star formation event? Are 
we “only” going to be able to recognise ensembles 
of star formation events? 

But see Feng & Krumholz 2014 Nature 513 523



μ-lensed dwarfs

Bensby et al. (2013)





  

 

 


 




 



Nieva and Przybilla

APOGEE RC ↵-abundances 9

Fig. 12.— The deviation of stars from the high-↵ trend
line, �[↵/Fe] vs. [↵/Fe]. Stars with S/N>70, |Z|3 kpc,
�0.6[Fe/H]�0.2 are used in three radial bins. The trend line is
�0.2⇥[Fe/H]+0.10.

tion (SFFRAC) for these APOGEE-observed stars. In
our disk and bulge fields, there is a simple (J-Ks)0>0.5
color cut and magnitude limits for the cohorts. How-
ever, in the halo fields, supplemental Washington M,
T2 and DDO51 (W+D; Majewski et al. 2000) photome-
try was often used to pre-select giant stars (Zasowski et
al. 2013). The target selection in these fields included
whether 2MASS-detected stars were identified as giants
based on the W+D photometry and was therefore more
complex. However, the method for calculating the se-
lection e↵ects remains the same. The selection function
fraction was computed for stars in all fields that were
selected as part of the APOGEE “survey” or “statisti-
cal” (as it is referred to in the RC catalog paper) sample
(i.e., not Kepler fields, ancillary targets, globular cluster
members, etc.). The left panel of Figure 4 shows the SF-
FRAC in the APOGEE fields explored here (year 1+2).
The SFFRAC values are low for the low-latitude fields
(especially in the inner galaxy) because there are far so
many thin disk stars that could be targeted according
to the color and magnitude selection criteria. The oppo-
site is seen in the higher-latitude (|b|>16�), “halo” fields
where the values are high because the overall density of
stars is low and all possible stars are observed. The right
panel of Figure 4 shows the mean SFFRAC of the RC
stars in the R� |Z| plane.
The second step is to calculate the fraction of the

Galactic volume that is explored with the APOGEE RC
stars we actually did probe as a function of R� |Z|. We
calculate a fine grid (steps of 20 pc in R/Z and 0.2� in
�) in Galactic cylindrical coordinates for the region ex-
plored by the APOGEE RC stars: 5  R  13 kpc, �2
 Z  +2 kpc, and �22�  �  +30� (gray region in
Figure 5). We then flag every voxel (pixel in our 3D grid)
that falls within the cone of one of the APOGEE survey
fields. The volume filling fraction in the X-Y (integrated
over Z) and R� |Z| (integrated over �) planes are shown
in Figure 6. These values show the opposite trends of
SFFRAC. APOGEE covers a large fraction of the vol-
ume in the midplane but a significantly lower fraction
at high latitude. However, there are hardly any holes in
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Fig. 13.— The median �[↵/Fe] (deviation from the high-↵ trend
line) for high-↵ stars ([↵/Fe]>0.09) separated for our nine R/Z
zones (as seen in Figure 11) versus R with zones at the same |Z|
connected by lines (and color-coded). Dashes lines show the best-
fit linear trend of �[↵/Fe] with R for the three zones at the same
|Z|. There is a negative gradient of �[↵/Fe] with R at any |Z| with
a slope that decreases with |Z|.
the R � |Z| plane except for a few gaps at high-latitude
in the inner galaxy. To correct for these missed regions
we bin the volume fractions in the R � |Z| plane with
zones of ⇠45 stars or more (Figure 7). All RC stars in
the above-mentioned volume are given volume correction
fractions based on the binned image.
The product of the two selection functions, SFFRAC

and the volume filling fraction, is taken to produce the
final selection function as seen in Figure 8 (on a linear
scale). These values show some variations in the R� |Z|

plane but they are not large and vary smoothly with
position. To assess the impact of the APOGEE selec-
tion function on the abundance patterns in the [↵/Fe]
vs. [Fe/H] plane, we compare the raw density to the se-
lection function corrected density (each star weighted by
the inverse of the final selection function) of RC stars seen
in Figure 9. The selection function correction changes the
relative numbers of stars in each abundance group but
the overall pattern of abundances does not change. This
e↵ect is especially clear when comparing to the unbinned
plot in the left panel of Figure 10. Because in this paper
we are focused on the patterns in the abundance plane
and information is lost by binning, we use the raw scatter
plots for the rest of the paper.

4. RESULTS

4.1. Full Sample

Figure 10 displays the [↵/Fe] vs. [Fe/H] diagram for
all of our APOGEE RC stars with S/N>150. The ↵-
bimodality is clearly visible for �0.9 <[Fe/H]< �0.2 dex.
Our ↵-element abundance distribution shows some dif-
ferences compared to the medium-resolution SEGUE G-
dwarf sample of Lee et al. (2011) and Bovy et al. (2012b),
especially in the distinct bimodality at the metal-poor
end. In the APOGEE RC sample, both high- and low-↵
groups are quite extended in [Fe/H], and the bimodality
is seen over⇠0.5 dex of metallicity. In contrast, the two ↵
groups in the SEGUE studies extend over smaller ranges
in metallicity, with a quick transition from high- to low-↵
and no clear bimodality at the metal-poor end. This dif-
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Fig. 5. Abundances trends of [Mg/Fe], [Si/Fe], and [Ca/Fe], as well as the mean of these. Red dots mark our Galactic Centre stars, blue dots
our local disk star measurements, and magenta triangles mark the [Ca/Fe] measurements (with uncertainties of ±0.15 dex) of M giants (with
Mbol > −5.5) in the GC by Cunha et al. (2007). The black small dots are the abundances determinations based on micro-lensed dwarfs by
Bensby et al. (2013).

Fig. 4. Sensitivity of typical spectral lines for a change of the abun-
dance of Fe, Si, Ca, and Mg, respectively. The red spectrum shows the
best fit and the blue ones show the spectra for a change of ±0.2 dex in
abundance. The star is in this case is GC28.

tematic uncertainties could be important. In order to reduce ran-
dom and systematic uncertainties, we therefore also plot a mean
of the three trends in the lower right panel. From this plot it is
evident that we can not claim that our [α/Fe] trend in the GC is
particular compared to the outer bulge. However, more investi-
gations on the [Ca/Fe] trend is needed to verify its high trend in
the GC.

Figure 6 shows the tight metallicity distribution with
[Fe/H]=+0.11 ± 0.15 and the total spread in metallicities of
0.41 dex. Our mean metallicity distribution is close to that
found by Cunha et al. (2007), indicated by the red histogram.
However, our total spread is broader than theirs of 0.16, but
it is much smaller than found typical for giants in the Galac-

Fig. 6. Histogram of our metallicities in black with a mean of
[Fe/H]=0.11 and a standard deviation of 0.15. The red histogram shows
the metallicities of the Galactic centre giants of Cunha et al. (2007). For
comparison we show in magenta the field of Rich et al. (2007) located
at (l,b)=(0◦,−1◦), in green the field at (0◦,−1.75◦) (Rich et al. 2012) and
in blue the field at (1◦,−2.65◦) (Rich et al. 2012).

tic Bulge (see e.g. the metallicity distributions of Zoccali et al.
(2003), Fulbright et al. (2006), Hill et al. (2011)), and Ness et al.
(2013). The most striking feature is clearly the absence of the
metal-poor population with no stars below −0.1 dex in [Fe/H] in
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